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Abstract

Churn analysis is a fundamental problem in data science. The investigator obtains information on customer 
behavior and attributes and uses this information to predict whether the customer will terminate a contract, or 
not. In this study, I conduct a churn analysis based on simulated cell phone customer data from a Kaggle 
competition, Customer Churn Prediction 2020. I combine this data with information on Google searches 
pertaining to each of the four major cell phone carriers in the US. The study addresses three main questions:

Does the mean total daytime charge for customers vary by area code?

Does the mean number of customer service calls vary depending on whether a customer carries an 
international plan?

How can a customer’s characteristics be used to predict whether they will terminate their contract?

The study follows the OSEMN workflow. The main strategy for data exploration, in addition to visualization, is 
hypothesis testing. In the modeling section, I build a logistic regression as well as a random forest model to 
predict customer churn. I conclude with a summary of my findings.



Data collection
Kaggle Customer Churn Prediction 2020



Response variable, churn



Data collection
Google Trends for wireless carrier names, March 2020. library(gtrendsR)



The Gini Index

• Computed from Google Trends data

• 0 < A/(A+B) < 1 (perfect equality to 
perfect inequality)

• Inequality in searches implies 
inequality in number of customers 
across providers

By Reidpath - The original file was on WikiMedia Commons 
(http://en.wikipedia.org/wiki/File:Economics_Gini_coefficient.svg). I have edited the file., Public Domain, 
https://commons.wikimedia.org/w/index.php?curid=7114030



Explanatory variables



Does mean total daytime charge vary by area 
code?

p = 0.196

Fail to reject the null hypothesis.



Does the mean number of customer service calls 
vary depending on whether a customer carries an 
international plan?

p = 0.61

Fail to reject 
the null 
hypothesis.



Logistic Regression

• Address class imbalance

• Prune model with 

backward selection



Interpreting 
coefficients of the 
logistic regression

Variable Estimate Odds change by 
factor of

total_day_minutes 0.015 1.015

total_eve_minutes 0.0062 1.006

total_night_
minutes

0.0035 1.004

number_customer_
service_calls

0.6302 1.878

international_plan 2.4871 12.026

voicemail_plan -1.357 0.257

𝑝

1 − 𝑝
=

𝑖,𝑗

exp(𝛽𝑖𝑥𝑖𝑗)

A unit increase in 𝑥𝑖 increases the odds of 
churn by a factor of exp(𝛽𝑖).



Logistic Regression Cutoffs
Maximize detection of true positives:
Cutoff = 0.0857

Maximize accuracy:
Cutoff = 0.9457



LR Residuals

Binned residuals plot



Tuned Random Forest Model



Choosing a model

Act.↓ Pred. → Churn Remain

LR max true +

Churn 0.15 0

Remain 0.74 0.11

LR max acc.

Churn 0.02 0.13

Remain 0.004 0.85

Random Forest

Churn 0.13 0.02

Remain 0.14 0.71

Pro Con

Detects about 100% of churn. 
Use if cost of churn is much 
greater than cost of promo.

Low accuracy. Detects many 
false positives. Many non-
churners will receive promo.
acc = 0.26, prec = 0.17,
rec = 1, spec = 0.13

High accuracy. Essentially equivalent to 
predicting majority class for all 
obs’s.
acc = 0.87, prec = 0.83,
Rec = 0.13, spec = 0.99

Detects almost all churn. Detects 
majority of non-churn. High 
accuracy.

Some false positives.

acc = 0.84, prec = 0.48,
Rec = 0.87, spec = 0.84



Conclusion

• Finding value doesn’t always 
mean improving accuracy.

• The LR yields “collateral insights.”


